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REBB : IMEX time marching for discontinuous Galerkin

methods

BRERE

For discontinuous Galerkin methods approximating convection diffusion equations, explicit time
marching is expensive since the time step is restricted by the square of the spatial mesh size.
Implicit methods, however, would require the solution of non-symmetric, non-positive definite and
nonlinear systems, which could be difficult. The high order accurate implicit-explicit (IMEX)
Runge-Kutta or multi-step time marching, which treats the diffusion term implicitly (often linear,
resulting in a linear positive-definite solver) and the convection term (often nonlinear) explicitly,
can greatly improve computational efficiency. We prove that certain IMEX time discretizations,
up to third order accuracy, coupled with local discontinuous Galerkin method for the diffusion
term treated implicitly, and regular discontinuous Galerkin method for the convection term treated
explicitly, are unconditionally stable (the time step is upper bounded only by a constant depending
on the diffusion coefficient but not on the spatial mesh size) and optimally convergent. The results
have been generalized to multi-dimensional unstructured meshes, to other types of DG methods
such as the embedded DG methods, to fourth order PDEs, and to incompressible fluid flow. The
method has been applied to the drift-diffusion model in semiconductor device simulations, where a
convection diffusion equation is coupled with an electrical potential equation. Numerical
experiments confirm the good performance of such schemes. This is a joint work with Haijin

Wang, Qiang Zhang, Yunxian L, Shiping Wang and Guosheng Fu.
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{EBMEB . Coordinate Descent Algorithms

BERE -

This talk presents a class of algorithms called coordinate descent algorithms. This class of
algorithms has recently gained popularity due to their effectiveness in solving large-scale
optimization problems in machine learning, compressed sensing, image processing, and
computational statistics. Coordinate descent algorithms solve optimization problems by
successively minimizing along each coordinate or coordinate hyperplane, which is ideal for
parallelized and distributed computing.

This talk gives relevant theory and examples for practitioners to effectively apply coordinate
descent to modern problems in data science and engineering. This talk also discusses how to use
coordinate descent or update ideas to accelerate other numerical methods especially for nonconvex

and nonsmooth problems.
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Wotao Yin is a professor in the Department of Mathematics of UCLA. His research interests lie in
computational optimization and its applications in image processing, machine learning, and other
data science problems. He received his B.S. in Mathematics from Nanjing University in 2001, and
then M.S. and Ph.D. in Operations Research from Columbia University in 2003 and 2006,
respectively. During 2006 - 2013, he was with Rice University. He won NSF CAREER award in
2008, Alfred P. Sloan Research Fellowship in 2009, Morningside Gold Medal in 2016. He
invented fast algorithms for sparse optimization and has been working at the frontier of

optimization methods for large-scale problems.
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HWEBE : Discrete maximum principle of exponential time

differencing schemes for nonlocal Allen-Cahn equations

HEWRE .

In this work, we construct exponential time differencing (ETD) schemes for solving the nonlocal
Allen-Cahn (NAC) equation. Since the solution to the NAC equation satisfies the maximum
principle, numerical approximations preserving the maximum principle in the discrete sense are
highly desirable at both physical and mathematical levels. Our numerical schemes are obtained by
using the quadrature-based finite difference method for the spatial discretization and applying
ETD-based approximations on the temporal integration. We establish the discrete maximum
principle by using the properties of matrix exponentials, and then the energy stability and the
maximum-norm error estimates are obtained in the discrete sense. In addition, we also prove the
asymptotic compatibility of the proposed scheme, which implies the robustness of numerical
approximations to the NAC equation. The convergence rates are verified numerically with respect
to the discretization and the nonlocal parameters. A further numerical investigation is carried out
for the steady state solutions on the relationship between the discontinuities and the nonlocal

parameters.
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R &EBWAE : Block-type preconditioners for space-fractional

diffusion equations discretized on locally refined mesh

BERE .

Fractional diffusion equations have been shown to provide an adequate and accurate description of
transport processes that exhibit anomalous diffusion, which cannot be modeled properly by
traditional second-order diffusion equations. Extensive research has been conducted in the
development of numerical methods for fractional differential equations. It was not realized until
recently that solutions to fractional differential equations may exhibit boundary layer and poor
regularity even if the diffusivity coefficient and right-hand side are smooth. A fundamental
approach is to employ a locally refined composite mesh, which leads to a system of linear
equations with block dense coefficient matrix. In this talk we will discuss the block-type

preconditioners for such dense linear system.
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WETME . A Multilevel Correction Method for Interior

Transmission Eigenvalue Problem ‘ N\ .
£ Va

BERE -

In this talk, we give a numerical analysis for the transmission eigenvalue problem by the finite

element method. A type of multilevel correction method is proposed to solve the transmission
eigenvalue problem. The multilevel correction method can transform the transmission eigenvalue
solving in the finest finite element space to a sequence of linear problems and some transmission
eigenvalue solving in a very low dimensional spaces. Since the main computational work is to
solve the sequence of linear problems, the multilevel correction method improves the overfull
efficiency of the transmission eigenvalue solving. Some numerical examples are provided to

validate the theoretical results and the efficiency of the proposed numerical scheme.
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& H : Regularization of hyper-singular boundary integral
operators of elastic waves

BERE -

As computing the exterior or transmission problems of scattering waves with the boundary integral
equation methods, one usually needs to compute the corresponding hyper-singular boundary
integral operators. In this talk, we will present some new regularized formulations of
hyper-singular boundary integral operators associated with the elastic waves in two and three
dimensions, and thermal elastic waves in three dimensions. These formulas are derived using the
tool of Gunter derivatives and are equivalent to the original hyper-singular boundary integral
formulations in mathematics. Furthermore, turning to the Galerkin scheme, one simply needs to
compute weakly singular kernels which could be evaluated analytically under the proper
assumptions. We will apply these formulations to numerically investigate such problems as the
fluid-solid interaction problems, eigenvalue problems etc.. Numerical examples are presented to

verify and validate the theoretical results.
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WEBE : Asymptotic Analysis for Time Harmonic

Wave Problems with Small Wave Number

HERE .

We study the asymptotic behavior of the solution to some time-harmonic wave problems when the
wave number is taken as a small asymptotic parameter. Our basic strategy is to introduce suitable
Lagrangian multipliers into the governing equations, and transforming them into saddle point
problems. These saddle point problems are uniformly invertible with respect to the wave number k
€ [0,k0], with kO being an arbitrary but fixed positive number. The asymptotic expansion is then

derived by the standard regular perturbation technique.
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WEBB : Modulus-based matrix splitting methods for
complementary problem

BERE -

For the nonlinear complementarity problem, a class of modulus-based matrix splitting iteration
methods is established by reformulating it as a general implicit fixed-point equation, which covers
the known modulus-based matrix splitting iteration methods. The convergence conditions are
presented when the system matrix is either a positive definite matrix or an H+-matrix. Numerical
experiments further show that the proposed methods are efficient and accelerate the convergence
performance of the modulus-based matrix splitting iteration methods with less iteration steps and

CPU time.
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HEBB : PHG: A framework for parallel adaptive finite

element method and its applications

BERE -

PHG (Parallel Hierarchical Grid) is a general framework for developing parallel adaptive finite
element method applications, which is currently under active development at State Key Laboratory
of Scientific and Engineering Computing of Chinese Academy of Sciences. The key feature of
PHG includes: bisection based conforming adaptive tetrahedral meshes, various finite element
bases support and hp adaptivity, finite element code automatic generation, etc. PHG has an
object-oriented design which hides parallelization details and provides common operations on
meshes and finite element functions in an abstract way, allowing the users to concentrate on their
numerical algorithms. In this lecture, the main algorithms in PHG and the simulation of parastic
extraction problems and 3D seismic waves using PHG will be introduced. We will propose new
algorithm for these two applications and their implementation on today's heterogeneous computer
like Tianhe-2A and Sunway Tiahu Light. Numerical experiments show that the algorithms and

mplementation are efficient and scalable.
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IR&EE : AParallelizable Algorithm for Orthogonally
Constrained Optimization Problems

HERE .

To construct a parallel approach for solving orthogonally constrained optimization problems is
usually regarded as an extremely difficult mission, due to the low scalability of orthogonalization
procedure. In this talk, we propose an infeasible algorithm for solving optimization problems with
orthogonality constraints, in which orthogonalization is no longer needed at each iteration, and
hence the algorithm can be parallelized. We also establish a global subsequence convergence and a
worst-case complexity for our proposed algorithm. Numerical experiments illustrate that the new
algorithm attains a good performance and a high scalability in solving discretized Kohn-Sham

total energy minimization problems.
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